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Abstract. Personality traits are known to have a high correlation with
job performance. On the other hand, there is a strong relationship
between language and personality. In this paper, we presented a neural
network model for inferring personality and hirability. Our model was
trained only from linguistic features but achieved good results by incor-
porating transfer learning and multi-task learning techniques. The model
improved the F1 score 5.6% point on the Hiring Recommendation label
compared to previous work. The effect of different Automatic Speech
Recognition systems on the performance of the models was also shown
and discussed. Lastly, our analysis suggested that the model makes better
judgments about hirability scores when the personality traits information
is not absent.

Keywords: Personality Traits · Job Performance · Social Signal
Processing · Natural Language Processing

1 Introduction

The way in which we perceive the world and how the world perceives us is largely
influenced by our personality. Psychologists have studied human personalities for
many decades, and the Big Five personality model is known as the best working
hypothesis [17]. The Big Five model states that human personality differs across
five dimensions: Openness, Conscientiousness, Extraversion, Agreeableness, and
Emotional Stability (neuroticism). There are many situations where understand-
ing one’s personality is beneficial, such as in career coaching or in family conflict
resolution. Prior research showed that there is also a strong relationship between
a candidate’s personality and their job performance [4,13]. Due to these advan-
tages, companies are more and more interested in their candidates’ personalities
and projected job performance. However, the traditional method to evaluate
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personality traits via filling out questionnaire forms is both subjective and time-
consuming, so objective methods to automate this process are needed. To this
end, machine learning (ML) models are developed for this task in recent years,
for their ability to explore human multimodal behaviors.

Previous studies [7,19,21,24] have used both verbal and nonverbal behav-
iors to predict personality traits. Nonverbal behaviors features were found to
be effective in predicting personality and hirability, however, data sets whose
nonverbal features are predictive could be suffering from annotations bias (face
attractiveness, perceived ages, etc.), and models could unintentionally learn the
bias for making predictions [18]. As an attempt to overcome this problem, our
work focuses on developing models for only linguistic features extracted from
the videos. A neural network (NN) model is proposed to demonstrate that it
is possible to simultaneously learn the personalities and job performance of an
interviewee from the content of their speech. In addition, not much research [25]
was dedicated to studying the relationship between the Big Five personality and
the Hiring Recommendation label. In this work, we conducted experiments to
show that when giving a model information about the speaker’s personality, it
could make better predictions about the Hiring Recommendation (hirability)
label.

In the field of multimodal learning, Automatic Speech Recognition (ASR)
systems are often used to convert speech from audio into text for processing.
Different ASR systems may have different performance levels. Word Error Rate
(WER), which is defined as the number of incorrectly recognized words divided
by the total number of spoken words, is a common metric to evaluate ASR sys-
tems. ASRs errors influence NLP and personality trait modeling, but to what
extent the influence affects post-processing tasks is not studied well [32]. There-
fore, we also conducted experiments with transcriptions obtained from two dif-
ferent ASR systems (namely, Watson and Whisper) and discuss the results.

In summary, the main contributions are:

– A NN model for predicting personality traits and job interview performance
is proposed. The model leverages a pre-trained large language model and the
weighted linear sum of the losses function to carry out multi-task classification
learning. Experimental results showed that the proposed model performed
better than previous work when evaluated using the F1 score.

– The effect of two different ASR systems on the performances of different
models was analyzed.

– This research is bridging the gap between computers and humans by improv-
ing computers’ ability to predict human performance in job interview.

2 Related Work

The goal of multimodal machine learning can be defined as “to build models
that can process and relate information from multiple modalities” [3]. There are
many exciting works on multimodal learning such as works on visual question-
answering systems [1,40] or image generation systems [36,37]. One of the fields
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that widely uses multimodal learning models is affective computing. In [27],
the authors developed a framework to predict job interview performance using
facial expressions, language, and prosodic information. [7] developed models to
predict personality traits and hiring recommendation scores from monologue
videos. [15] collected more than 7000 video job interviews for real positions and
developed a hierarchical attention model (HireNet) to predict the hireability of
the candidates.

One of the earliest research on computational hirability was conducted by
[31]. This work found that it is possible to predict hirability scores from non-
verbal features, and the interaction during the interview is more effective for
the prediction than psychometric questionnaires data. Following work found
that even nonverbal brief excerpts of interactions were still predictive of hirabil-
ity impressions [29]. For many people, conducting job interviews is a stressful
task. The authors of [11] explored the relationship between stress and hirabil-
ity impressions, and individuals who are perceived as more stressful are more
likely to get lower hirability scores. In [30], the authors collected a conversational
video resumes dataset and developed a computational framework to predict first
impressions, and the analysis showed that there are correlations between per-
sonality and hirability. A framework for improving the first impressions of hospi-
tality students was proposed in [26]. Another feature-extraction framework was
proposed in [33] to infer personality traits and hiring decisions.

The common features used to train predictive models are linguistic, acous-
tic, and visual features. Combining multiple modalities does not always mean
much better results are obtained, though. In [7], fusing different modalities does
not yield better results than models that only have text as the only modality.
In [15], the authors stated that “more sophisticated fusion schemes are needed
to improve on the monomodal results”. One of the possible reasons is that by
introducing more modalities, more noise is also introduced, making it more dif-
ficult for models to learn the useful signals. In this paper, we focus only on
linguistic features to develop the models. This approach was also explored by
[9], with the main difference being that our text comes directly from the speeches
of interviewees and not from a chat-based interface.

Recent advances in machine learning come largely from the Transformer
architecture [39] and its variants. The state of the art of many tasks was
raised significantly by models built upon this architecture. In speech recogni-
tion, wav2vec2 [2] or Whisper models are approaching human accuracy and
robustness. In NLP, large language models such as BERT [10], RoBERTa [23],
or GPT-3 [6] do surprisingly well on the text classification task, along with other
tasks. That being said, classical machine learning methods such as SVM [8] still
have their place as a strong baseline, especially when the classes are clearly
separated.

When developing models for large-corpus of conversational videos, it is not
practical nor scalable to manually transcript the videos. Instead, an ASR system
is usually used to convert speeches to text. In [32], three Japanese ASR systems
were compared and their effects on the storytelling skill assessment were evalu-
ated. To the best of our knowledge, no previous work has attempted to evaluate
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the effect of different ASR systems on personality traits and interview perfor-
mance prediction models. Therefore, in this work, we extracted the text from
two English ASR systems and analyzed the effect of the ASR error rate on the
developed models.

3 Methodology

3.1 Predicting Personality from Linguistic Features

The Big Five traits theory was originally discovered by following the guidelines of
the lexical hypothesis, which stated that we use language to encode the difference
between people. Therefore, there is a strong relationship between language and
personality traits [5]. Automatic personality recognition is one of the important
tasks in the Personal Computing research field, as it has many implications in
the emerging Human-Centered Artificial Intelligence scenarios.

Feature Representation. Two main approaches used to represent language
are the closed-vocabulary approach and the open-vocabulary approach. In the
closed-vocabulary approach, words are separated into predefined categories and
the correlations between the number of words belonging to each category and
personality are studied. The Linguistic Inquiry and Word Count (LIWC) [34] is
one of the widely used lexicons in this approach. In the second approach, words
and documents are usually converted into vector representations by a language
model, and then the vector representations are inputted directly into machine
learning models. In the proposed model, we used a large language model (LLM)
named RoBERTa as the feature extractor. RoBERTa is an improved version of
BERT [10], both of which are pre-trained LLMs based on the Transformer archi-
tecture [39]. Unlike the closed-vocabulary approach, where each word has only
one concrete meaning, LLMs are capable of taking the word and its surrounding
context into account when generating the embedding.

3.2 Dataset and ASR Systems

This work was conducted on the corpus shared by Chen el at. [7]. This cor-
pus contains 1891 monologue videos from 260 interviewees, and each video was
annotated with the perceived personality trait and holistic scores. A training set
(1519 samples) and a test set (372 samples) were produced under the condition
that no interviewee appears in both set. The original scores of the labels were
in the 7-point Likert scale, but they are converted into two scores HIGH and
LOW using the median scores as the thresholds. Figure 1 shows the training set
score distributions of the labels before the conversion, and Table 1 shows the
statistics of the labels after the conversion. One key observation from Fig. 1 is
that the Hiring Recommendation scores follow the Gaussian distribution, while
the Personality Traits scores follow the bimodal distribution.



374 H. Le et al.

Fig. 1. The distributions of the labels on the training set before converting to HIGH
and LOW classes. The dash lines indicate the median scores.

Table 1. The statistics of the labels after converted to HIGH and LOW classes

Label Training Set Test Set

HIGH LOW HIGH LOW

Hiring Recommendation 773 746 191 181

Agreeableness 780 739 186 186

Extraversion 774 745 189 183

Conscientiousness 761 758 186 186

Emotional Stability 781 738 180 192

Openness 788 731 188 184

To convert the candidates’ speech to text, two ASR systems were chosen:
IBM Watson1 (commercially available, transcription files were provided by the
original authors of [7]), and OpenAI’s Whisper system [35]. The WERs of the
systems when calculated based on 22 manually transcribed random samples from
the data set are 32.73% and 5.28%, and the average lengths of the transcriptions
are 275 and 276 words, respectively.

1 https://www.ibm.com/cloud/watson-text-to-speech.

https://www.ibm.com/cloud/watson-text-to-speech
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3.3 Proposed Model: The Neural Network

In this paper, a neural network (NN) model was proposed as an alternative app-
roach to the baseline model (the Support Vector Machine, to be introduced in
Subsect. 3.4). Figure 2 shows the architecture of our model. Two main advan-
tages of the neural network model compares to the baseline model are: more
information can be encoded to the text embedding vector by the pre-trained
language model, and only one model is trained for all six labels.

Since each candidate was given two minutes to answer a question, the answers
came in form of a paragraph. We feed the paragraphs to RoBERTa [23] to obtain
the paragraph embeddings. In this paper, we used the “roberta-base”2 version,
with the maximum input length set to 512 tokens. The output of this step is
an embedding vector that has 768 dimensions. This embedding vector is then
concatenated with the unique z-normalized numbers indicating the Speaker ID
and the Question ID, resulting in a vector that has 770 dimensions (similar to the
models proposed by [28]). The original (unnormalized) Speaker ID and Question
ID are two unique integers indicating which speaker (interviewee) is answering
which question. Since there are a total of 260 speakers and a maximum of 8
questions, the original Speaker ID ranges between 1 and 260, while the original
Question ID ranges between 1 and 8. The Speaker ID and Question ID are
inputted to the NN to provide the model with additional contextual information
about the paragraph.

The 770 dimensions vector is then passed to four blocks of layers. Each of
the first 3 blocks contains a Fully Connected (FC) layer, a LeakyReLU non-
linear activation layer, and a Dropout layer with a dropout probability of 0.5.
The last block contains only a Fully Connected layer (FC4). The first three FC
layers are initialized using Kaiming initialization [14], while the FC4 layer is
initialized using Xavier initialization [12]. The final output is a vector that has
6 dimensions, corresponding to the six labels (the Hiring Recommendation and
the Big Five personality traits).

The Loss Function. Since we formulated the problem as a multi-label clas-
sification problem, the Binary Cross-Entropy (BCE) loss is the natural choice
for the loss function. However, the experiments showed that when BCE loss is
naively applied, the model performs well on the Big Five labels, while performing
poorly on the Hiring Recommendation label. The results suggest that the Hir-
ing Recommendation label is more difficult to classify compared to other labels.
Therefore, we modified the BCE loss to the weighted linear sum of the losses,
which takes the formula:

Ltotal =
∑

i

wiLi (1)

where i is the label, Li is the BCE loss with respect to label i, and wi is the
weighted parameter for Li. This loss function was previously used in multi-task
2 https://huggingface.co/roberta-base.

https://huggingface.co/roberta-base
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Fig. 2. The architecture of the neural network model (“FC” denotes the “Fully Con-
nected” layer)

learning problems [20,22,38]. In our case, the concrete formula is:

Ltotal = whrLhr + wagLag + wexLex + wcoLco + wemLem + wopLop (2)

where the subscripts (hr, ag, ex, co, em, op) stand for the labels (hiring recom-
mendation, agreeableness, extraversion, conscientiousness, emotional stability,
openness), respectively.

Hyperparameters. Grid search was used for selecting the NN hyperparame-
ters. To perform grid-search, roughly 20 percent of the original training set (298
samples) was separated to create the validation set. The separation was also per-
formed under the condition that no speaker appears in both sets. Table 2 shows
the best hyperparameters for the NN model.
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Table 2. Training hyperparameters

Hyperparameter Value

Batch Size 32

Optimizer AdamW

β1 0.9

β2 0.99

ε 1e − 6

Weight Decay 1e − 2

AMSGrad True

Training epoch 500

Max Learning Rate 1e − 2

Learning Rate Scheduler Cosine Annealing with Hard Restarts and Warm up

Number of restart cycles 2

Total training steps 24000

Warm-up steps 2400

3.4 Baseline Model: The Support Vector Machine

The Support Vector Machine (SVM) was chosen as the baseline model since this
approach produced the best classifiers for this data set in previous work [7]. The
general pipeline showed in [7] was followed: features are extracted from text using
the Bag-of-Words model, then feed into the SVM. The Radius Basic Function
(RBF) kernel was used in this study and grid-search was used for selecting the
parameters C and γ from the following range [16]:

C ∈ {2−5, 2−3, 2−1, 1, 21, 23, 25, 27, 29}

γ ∈ {2−15, 2−13, 2−11, 2−9, 2−7, 2−5, 2−3, 2−1, 21, 23}
The best parameters were chosen using 5-fold cross-validation on the training

set, where the folds were separated under the same condition that the test set
was separated.

4 Results

For the evaluation metric, the macro F1 measurement is reported (we found
that the Precision and Recall scores are mostly equal to F1). Table 3 shows
the experiment results of our methods. For the NN model, the table shows the
average results of 5 runs with different random seeds.
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Table 3. F1 scores on the test set

Label Model

SVM Neural Network

ASR System ASR System

Watson
(obtained
from [7])

Whisper
(ours)

Watson
(ours)

Whisper
(ours)

Hiring Recommendation 0.66 0.69 0.716 0.714

Agreeableness 0.84 0.85 0.838 0.862

Extraversion 0.78 0.80 0.812 0.802

Conscientiousness 0.86 0.86 0.85 0.868

Emotional Stability 0.83 0.84 0.85 0.88

Openness 0.81 0.83 0.828 0.844

5 Analysis and Discussion

Performance of the Proposed Model Compared to the Baseline Model.
Table 3 shows that the performance of the proposed model is higher than the
baseline models across all labels. The best results mostly come from the NN
model trained on transcriptions from the ASR system with the lowest WER
(Whisper). The highest F1 score for the Hiring Recommendation label is 0.716,
which is a 0.056-point increment compared to previous work. For the Big Five
personality trait labels, the gains range between 0.01 to 0.05 points.

Interpretation for the Improved Performance of the NN Model. When
human annotators annotated the original videos, they did not watch the videos
and annotated each of the labels separately. Instead, they watched a video once,
and then annotated all the labels. Differing from the SVM models, the multi-
label NN reassembled this process closely. In the SVM baseline, each model is
separately trained with respect to each of the labels, so the Hiring Recommen-
dation prediction model does not have access to the Personality Trait labels. On
the other hand, the proposed NN model updated its weights from the feedback
of all the labels at the same time, so the NN model can learn some relation-
ships between the labels. To evaluate the effect of the Personality Trait labels on
the model’s ability to predict the Hiring Recommendation score, we conducted
experiments with some changes to the weights of the loss function. In particular,
we set the weights of the Personality Trait labels in Eq. 2 to zeros. We retrained
the NN model on the Whisper’s transcriptions and found that the 5-run average
F1 score of the Hiring Recommendation label decreased to 0.696. This is similar
to the results of the baseline model, where the Personality Trait labels also were
not taken into account.
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The Effect of ASR Systems on Models’ Performance. With respect to
different ASR systems, the results show that the SVM models benefited from the
higher quality transcriptions, while it is not clear that the NN model received the
same benefits. In the case of Hiring Recommendation and Extraversion labels,
the NN model performed slightly worse when trained on higher-quality transcrip-
tions. It is possible that the negative gains simply come from the randomization
nature of NN models.

Sum of the BCE Losses. In Sect. 3.3, we mentioned that the weighted linear
sum of the BCE losses function helped the model learn all labels efficiently. In this
section, more details to support the claim are provided. By conducting parameter
searches, our experiments show that when whr in Eq. 2 is 5 and w of each of the
Big Five labels loss is 1, the model is able to learn all labels simultaneously.
On the other hand, when all the weights in Eq. 2 are set to 1 (called the linear
sum of the BCE losses function), the Hiring Recommendation label cannot be
learned. Figure 3 shows the accuracy of the Hiring Recommendation label (the
model was trained on Whisper’s transcriptions) on the validation set when the
weights are set in the two cases. The figure does not show the accuracy of the
other labels since those are almost identical.

Fig. 3. The accuracy of the Hiring Recommendation label on the validation set when
different weights are used for the loss function. The validation accuracy of the Big Five
labels is omitted to simplify the figure.
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6 Conclusion

In this work, we proposed a NN model for predicting personality traits and hiring
recommendation scores. The experiment results showed that our NN architec-
ture performs better than the baseline model. While the Big Five labels can be
predicted quite accurately, predicting whether a candidate should be invited to
an onsite interview is a much more challenging task. Our analysis showed that
it is better to give the model can learn some relations between personality traits
and the hiring recommendation labels. The effect of distinct ASR systems on
the models’ performances was also evaluated. We also found that the quality of
the transcriptions only has little effect on the models’ performance.

There are still some limitations to our approach. First, other modalities
besides text were not considered. Secondly, our work is based on the assumption
that the way people use their language in front of the camera is similar to real
life. This is not always the case. In future work, we plan to incorporate other
modalities such as visual and acoustic modalities into the NN model. Further-
more, in the context of HCI, more research is needed to understand how different
types of people use their language differently in front of cameras.
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